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Abstract 

The ICT Development Index (IDI) is an established tool which is used for 
measuring the digital divide and facilitating the comparison of ICT 
performance within and between countries. Information entropy, which 
reflects the level of uncertainty in a random variable, can be applied to a 
range of fields, including information and communication technology 
(ICT). When designing a data analysis using information entropy, metrics 
derived from this method must be observed, evaluated, and utilized. The 
methodology proposed aims to assign weights to the indicators within 
the ICT development index and sub-indexes, enabling their global, 
regional, and country-wise ranking. To test the effectiveness of this 
methodology, we examined its potential applications for evaluating 
indexes. Our model integrates a novel approach that combines the 
entropy weight coefficient method, bootstrap method, correlation 
coefficient weighting method, and S-shaped diffusion stages of ICT. We 
present the evaluation results of the integrated calculation method. 
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1. INTRODUCTION 

The International Telecommunications Union (ITU) has 
published the IDI annually since 2009. The IDI is a valuable 
tool for policymakers and researchers to evaluate the 
effectiveness of policies and initiatives aimed at promoting 
ICT development, benchmarking progress, and sharing best 
practices among countries [1], [2]. It provides an objective 
assessment of international performance based on 
quantitative metrics and benchmarks. The IDI's measurement 
of ICT growth and progress at an international level is an 
essential tool for decision-makers [2], [3]. The IDI captures 
the evolution of the information society across various stages 
of development, including ICT readiness, use, capacity, and 
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effect [4]. It also recognizes the convergence of technology and the emergence of new 
technologies, making it an effective tool for assessing the impact of ICT on society and the 
economy.  

 The IDI is made up of three sub-indexes, which are the access sub-index, the usage 
sub-index, and the skills sub-index. The weight assigned to each sub-index in the calculation 
of IDI is determined based on the results of the study of the main components [5][7]. The 
access and usage sub-indexes each account for 40% of the total weight, while the skills sub-
index is assigned a weight of 20% since it is based on indicators. It is important to optimize 
the percentages of ICT indicators in the IDI sub-index and the percentages sub-index in the 
IDI [5]. In 2017, the ITU's World Telecommunications Statistics Indicators Symposium issued 
a resolution on the IDI, which defines the ICT rates globally and provides support for 
countries current rapid growth [6]. In 2019, the IDI calculation included 14 indicators, with 
two indexes removed from the 11 indicators previously used to form the three sub-indexes 
of access, usage, and skills. The ITU recommended that the IDI for 2019 be published based 
on the methodology and set of indicators instead of publishing it in any way [7]. As a result, 
data from IDI 2017 and previous years were used. 

The paper is structured as follows: Section 2 reviews related works. Section 3 presents 
the methodology for evaluating the index, including the weighting methods and the proposed 
Integrated Entropy Weighting Method (IESC) methodology. In Section 3, the efficacy of the 
presented proposed combined method that utilizes weighing methods is demonstrated by 
presenting the results and a case study, highlighting its applicability. The IESC methodology 
and the results are also discussed. Finally, Section 4 concludes the study. 

2. RELATED WORKS 

ICT is causing significant and far-reaching transformations in various aspects of social and 
economic activity, with the adoption of this technology typically following an S-curve as per 
the predictions of the diffusion of innovations theory [8], [9] and can also be employed in a 
non-mathematical way to observe the stages of other technological phenomena [10][12]. In 
the context of the IDI, indicators are based on the S-shaped diffusion model, which 
encompasses impact, intensity, and readiness stages [8].  

Multi-criteria decision-making (MCDM) methods are commonly used to determine the 
priority of various performance indicators of a system [13][15]. Popular MCDM methods 
include a technique for order preference by similarity to an ideal solution (TOPSIS) [13][15], 
gray theory [16], fuzzy method [17], analytic hierarchy process (AHP) [18], [19], and entropy-
based method [20][30], among others. Integrating different MCDM methods can result in 
combined benefits [13], [14], [31][34]. Gray system theory is frequently used in decision-
making and comprehensive evaluation problems due to its ability to provide an unbiased 
estimate of the unknown system's behavior, even with limited data [16], [30], [35], [36]. Index 
values may differ for decision-makers during the detailed evaluation process, and various 
techniques have been used to obtain index weights, such as subjective, objective, and hybrid 
techniques. AHP is a powerful tool for building complex and generally irreversible solutions, 
thanks to its ability to decompose complex problems into layers and quantitatively handle 
multi-criteria systems. The entropy-based method is a widely used objective weighted method 
but does not take into account the interrelationships between criteria. Other weighting 
methods, such as weighing method integrating correlation coefficient and standard deviation 
(CCSD) [37] and criteria importance through inter-criteria correlation (CRITIC) [38], 
incorporate the correlation coefficient (CC) [38], [39] of metrics from a different viewpoint. 
Subjective weighting methods can produce significantly different index weightings [29], [36], 
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[38], [40], making it essential to conduct a weight analysis that provides detailed, quantifiable 
research of weight.  

The aim of this study is to propose an approach for sub-index weighting in the assessment 
of the IDI, taking into consideration the parameters of ICT indicators. The combination of 
weights can compromise the objective weights, so the proposed approach is the IESC, which 
incorporates the bootstrap method [41], the S-shaped diffusion stages of ICT, the entropy 
weighting method, and the CC weighting method. 

3. INDEX EVALUATION METHODOLOGY 

In this section, we will present the development of an integrated evaluation model for the 
IDI. The following subsection will provide an overview of several key theories, followed by 
a detailed explanation of the proposed integrated algorithm. 

3.1. Entropy weighting method 

The concept of information entropy measures the amount of information that can be 
obtained from a source of random data. It was introduced by Shannon [21][28]. The 
measurement unit depends on the logarithm base used, and entropy can be used to quantify 
factors such as system disorder, unequal distribution, degree of dependence, or complexity 
[23]. Entropy is originally a thermodynamic principle used to explain an irreversible process 
in a moving state and is later used to quantify the uncertainty in knowledge-related things. 
The entropy weighting method is used to compute index values under objective conditions, 
improving the objectivity of rank lists and reducing the subjectivity of weight assignment 
[25], [30]. The entropy weighing method is a procedure of calculating the index values of 
analyses under objective conditions, which may evaluate intent and degree of order and 
efficiency, attributing to entropy estimation of the information. The entropy weighting 
approach enhances the objectivity of rank lists [22], [27], [28]. This approach reduces the 
subjectivity of the weight assigned to various parameters, resulting in assessment results that 
better reflect the actual situation. The entropy weight is defined by judgment matrices, with 
more available information resulting in less entropy. The weight assessment process involves 
formulating alternatives and evaluation index and deriving the entropy weight using 
Shannon's entropy theory [27], [32][36]. The following are the specific steps: 

1) Assuming that there are m additional elements that require measurement, and we 
have an algorithm for measuring n objects, we must create an evaluation matrix for 
the evaluation model. 

𝑋௜௝ = ൫𝑥௜௝൯
௠௫௡

 (1) 

The notation 𝑥௜௝ represents the elements of a matrix, while the value of the 𝑖௧௛ 
indicator of the 𝑗௧௛ the sample is denoted as 𝑥௜௝. 

2) The matrix needs to be normalized using the following operations: 

𝑑௜௝ =
𝑥௜௝

max 𝑥௜௝

 (2) 

The resulting normalization matrix is obtained as follows: 

𝐷௜௝ = ൫𝑑௜௝൯
௠௫௡

 (3) 

3) The related weight of 𝑥௜௝  is: 
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𝑃௜௝ = ൫𝑝௜௝൯
௠௫௡

 

𝑝௜௝ =
𝑑௜௝

∑ 𝑑௜௝
௠
௜ୀଵ

൘  
(4) 

4) Equation (5) represents Shannon's information entropy for the 𝑖௧௛ indicator of the 
matrix, where 𝑚 is the number of indicators and 𝑛 is the number of objects. 

𝐸௜ = −
1

ln(𝑛)
෍ 𝑝௜௝

௡

௝ୀଵ

ln 𝑝௜௝ (5) 

To standardize the value of 𝐸௜  and ensure that 0 < 𝐸௜ < 1. 

5) The equation for representing the entropy weight is given below: 

𝑤௜ =
1 − 𝐸௜

𝑚 − ∑ 𝐸௜
௠
௜ୀଵ

 (6) 

The equations (1)(6) are frequently used to compute the entropy weights using the 
measurements. Nevertheless, the assumption of independent probability for the ICT 
indicators may not hold true as they could be interrelated and affect each other at varying 
levels of ICT progress. 

3.2. The diffusion stages of ICTs 

Accurately and cost-effectively assessing ICT can help measure its impact on other 
developmental factors in a country, such as technical preparedness and economic growth [8]. 
The distribution of ICT in a country is typically divided into the following three stages: 

1) Stage 1  ICT readiness: When a country or region encounters a new technology, the 
readiness of its people to adopt it becomes a pivotal matter. It is essential to implement 
related measures that encompass the preparedness of businesses, infrastructure, and 
the overall economy of the country to embrace new technology. 

2) Stage 2  ICT intensity: As countries continue to adopt ICT, the significance of their 
usage intensifies in various ICT-related entities. Measuring ICT diffusion plays a 
crucial role when ICTs are widespread in a country or region but lack the capability 
to fully cover the entire population, leading to the notion of a digital divide. 

3) Stage 3  Impact: At this stage, the implementation activities on national-level 
economic and business activities and the effects of ICT investment are assessed. It 
includes evaluating how ICT-related development is affecting the economy and 
exploring whether the impacts are generating potential benefits, which is especially 
important for developed countries. 

This stages model enables to assess and prioritize the diverse measurement requirements 
for ICTs. The adoption of ICTs between countries is influenced by the underlying 
infrastructure conditions that affect the level of digitalization intensity. The third dimension, 
which pertains to changes in social and economic structures, is still in its early stages, making 
research in this area potentially misleading [9]. As a result, we prioritize readiness indicators 
over digitalization and impact indicators. Since it is challenging to define the exact metric 
values at each stage of ICT adoption, non-parametric statistics such as ranks are more 
appropriate to use instead of numerical values [10], [12]. The non-parametric statistics are 
used when a population does not conform to any parameterized distributions [11], and they 
are commonly applied to ranked populations [10]. The non-parametric statistics have been 
used in this situation due to non-existing quantitative volumes of available variables, which 
would provide awareness of their specific distribution of data.  
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Figure 1 shows the stages of ICT diffusion. We assigned a higher rank to indicators of 
readiness and the lowest rank to indicators of exposure levels. The weight coefficients of ICT 
indicators determine by ICT diffusion in the three stages S-shaped form. 

Readiness: designing the requisite technological, social, and commercial infrastructure to 
enable digitization. The readiness indicator enables every country to collect a statistical image 
of the infrastructure accessibility status required for digital digitization. 

 
Figure 1. The stages of ICT diffusion. 

Intensity: value, nature, and volume ICTs usage. Indicators of intensity enable countries 
to profile who exploits ICT and who doesn't. In addition, these indicators identify key 
applications and sectors. 

Impact: value attached, theoretically generated by ICT. Statistics are necessary to 
determine either ICTs are making a difference when it comes to productivity and/or the 
development of new wealth sources. The indicators weights of IDI based on diffusion of an 
S-shaped curve with the readiness, intensity, and impact levels shown in Figure 1.  

Meaningful connectivity necessitates robust infrastructure that is not only established and 
operational but also facilitates a swift and dependable connection. The framework embraces 
a technology-neutral approach, acknowledging the potential contributions of satellite 
connectivity, as well as fixed and mobile terrestrial networks [42], in connecting people to 
the internet. 

3.3. Correlation coefficient weighting method 

The Pearson CC [27], [37], [41] between the statistics of indicators 𝑓௜ in the evaluation, 
statistics can be calculated using Equation (7). This results in a symmetrical matrix of size 
𝑚𝑥𝑚 with a generic element denoted by 𝑟௜௞ in a matrix of 𝑅. To determine 𝑟௜௞, follow the 
steps below: 

𝑟௜௞ =
𝑛 ∑ 𝑥௜௝𝑦௜௞ − ൫∑ 𝑥௜௝൯(∑ 𝑦௜௞)

ට𝑛 ∑ 𝑥௜௝
ଶ − ൫∑ 𝑥௜௝൯

ଶ
∙ ඥ𝑛 ∑ 𝑦௜௞

ଶ − (∑ 𝑦௜௞)ଶ

 

𝑖, 𝑘 = 1, 2, … , 𝑚 

(7) 

The symmetric matrix must be used to determine the correlation coefficient. 

𝑅 = (𝑟௜௞)௠௫௠ 
𝑖, 𝑘 = 1, 2, … , 𝑚 (8) 

We utilize the sum function to estimate the level of disagreement caused by the index 
function 𝑓௜ in comparison to the other indexes. This implies that the alternatives with higher 
discordant scores on criteria 𝑓௜ and 𝑓௞ should receive a lower 𝑟௜௞ rating. The sum vector can 
be normalized to obtain the weight of the CC: 
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𝑊௖௜ =
∑ (1 − 𝑟௜௞)௠

௞ୀଵ

∑ ∑ (1 − 𝑟௜௞)௠
௞ୀଵ

௠
௜ୀଵ

 

𝑖 = 1, 2, … , 𝑚 
(9) 

CC weight 𝑊஼஼ can be obtained with Equation (9). 

3.4. Proposed integrated entropy weighting method 

This subsection aims to provide a detailed description of the proposed IESC integration 
algorithm. The estimation parameters for the entropy, ICT diffusion stages, and CC are set in 
the entropy resample matrices (see 3.1), ICT diffusion stages (see 3.2), and CC (see 3.3) 
weights with dimensions of 𝐵 × 𝑚, respectively.  

 

 

Figure 2. Steps of the IESC weight calculation of our proposed algorithm. 

In other words, new weight vectors of 𝑊௘ 𝑊௦ and 𝑊௖ are calculated at each resample time 
(years, months). Then, the bootstraps of entropy weights, ICT diffusion stages, and CC 
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. . . . . . . 

 

Original data X matrix  , , ...,  
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. . . . . . .  
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Integrate BES weight 
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. . . . . . .  
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weights are represented as 𝑊௕௘, 𝑊௕௦ and 𝑊௕௖ respectively, can be obtained through an 
averaging result, which is formulated as follows: 

𝑊௕௘௜ =
∑

𝑊௕௘௜
𝐵ൗ஻

௕ୀଵ

∑ ቀ∑
𝑊௕௘௜

𝐵ൗ஻
௕ୀଵ ቁ௠

௜ୀଵ

 (10) 

To determine the weight 𝑊௕௘, employ the outcomes calculated by Equation (6). 

𝑊௕௦௜ =
∑

𝑊௕௦௜
𝐵ൗ஻

௕ୀଵ

∑ ቀ∑
𝑊௕௦௜

𝐵ൗ஻
௕ୀଵ ቁ௠

௜ୀଵ

 (11) 

To calculate the weight 𝑊௕௦ by using the Stages of ICT S-shaped diffusion and applying 
the formula specified in Equation (11). 

𝑊௕௖௜ =
∑

𝑊௕௖௜
𝐵ൗ஻

௕ୀଵ

∑ ቀ∑
𝑊௕௖௜

𝐵ൗ஻
௕ୀଵ ቁ௠

௜ୀଵ

 (12) 

To find the weight 𝑊௕௖ by utilizing the output of Equation (9) and performing the 
calculation indicated in Equation (12). 

𝑊௕௘௦௜ =
𝑊௕௘௜ ∙ 𝑊௕௦௜

∑ 𝑊௕௘௜ ∙ 𝑊௕௦௜
௠
௜ୀଵ

 (13) 

To calculate the weight 𝑊௕௘௦, apply the equation specified in Equation (13) using the 
results obtained from Equations (10) and (11). Similarly, to determine the weight 𝑊௜௘௦௖, use 
the results from Equations (12) and (13) and apply the calculation specified in Equation (14). 

𝑊௜௘௦௖ =
𝑊௕௘௦௜ ∙ 𝑊௕௖௜

∑ 𝑊௕௘௦௜ ∙ 𝑊௕௖௜
௠
௜ୀଵ

 (14) 

The weight calculation algorithm for IESC is illustrated in Figure 2. The entropy theory is 
a valuable tool for assessing the uncertainty of data and considering the relationships between 
variables. When evaluating ICTs, appropriate, reliable, meaningful, and cost-effective 
measures should be used to determine their impact on other factors, such as technical 
preparedness and economic growth for advancing to subsequent stages. At the national level, 
there are three stages of ICT dissemination. The IESC method employs the bootstrap 
approach and the CC weight method based on the entropy principle. 

4. CASE REVIEW OF ICT DEVELOPMENT INDEX INDICATOR 

4.1. ICT development index 

This section provides a detailed examination of the ITU IDI data from various regions 
worldwide [2]-[5]. The IDI comprises three sub-indexes: the access sub-index, the usage sub-
index, and the abilities sub-index. The weighting assigned to each sub-index in the 
computation of IDI is determined through a study of the ICT indicators. The IDI aims to 
capture global trends in ICT development across countries that exhibit varying rates of 
growth. It employs a limited set of data that can be reliably collected from each country at all 
stages of development. Understanding the conceptual significance of the IDI is critical in 
recognizing that ICTs can facilitate development [6], [7]. The IDI report published by ITU 
provides a worldwide classification of regions, covering a total of 176 countries. The Asia-
Pacific region comprises 34 countries, the Commonwealth of Independent States (CIS) 
includes 10 countries, the American continent consists of 35 countries, the Arab continent 
encompasses 19 countries, the European continent comprises 40 countries, and the African 
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continent includes 38 countries. The study incorporates IDI indicator’s data for all 176 
countries by years. 

4.2. The results of weights IDI indicators 

The integrated model described in Section 3.4 was used for the comprehensive evaluation. 
Table 1 presents the weights for the indicators and sub-index of IDI, as well as the E, S, C, 
IESC weight index for global regions, and displays the weights obtained using the weighting 
methods of the decision matrix, including the four weights. To generate a new decision 
matrix, the access sub-index (consisting of ICT indicators A1, A2, A5, HH4, and HH6), the 
usage sub-index (encompassing ICT indicators HH7, A3, and A4), and the skills sub-index 
(comprising S1, S2, and S3) were considered. Table 2 provides a description of the ICT 
indicators used in the IDI.   

TABLE 1  
The weights of IDI indicators in sub-indexes   

Region 

A
fr

ic
a 

A
m

er
ic

as
 

A
ra

b 
st

at
es

 

A
si

a 
Pa

ci
fi

c 

C
IS

 

Eu
ro

pe
 

 𝑊௕௘ 𝑊௕௜  𝑊௕௖
 𝑊௜௘௦௖ 

number of countries 38 35 19 34 10 40     
Access sub-index 

A1 0.121 0.184 0.194 0.077 0.171 0.129 0.1617 0.1788 0.1791 0.1613 
A2 0.170 0.207 0.174 0.214 0.255 0.166 0.1958 0.1788 0.2036 0.1886 
A5 0.225 0.145 0.195 0.210 0.143 0.140 0.2184 0.2154 0.1619 0.1977 

HH4 0.237 0.233 0.219 0.246 0.256 0.283 0.2117 0.2117 0.2336 0.2280 
HH6 0.247 0.231 0.218 0.254 0.175 0.281 0.2124 0.2154 0.2218 0.2244 

Usage sub-index 
HH7 0.429 0.397 0.367 0.366 0.349 0.364 0.3576 0.3576 0.3536 0.3681 
A3 0.219 0.250 0.305 0.307 0.323 0.340 0.2937 0.3212 0.3297 0.3060 
A4 0.353 0.353 0.327 0.326 0.328 0.297 0.3487 0.3212 0.3167 0.3259 

Skills sub-index 
S1 0.318 0.338 0.348 0.341 0.327 0.279 0.3379 0.3308 0.3536 0.3281 
S2 0.356 0.347 0.349 0.346 0.373 0.391 0.3383 0.3383 0.3297 0.3493 
S3 0.326 0.315 0.303 0.313 0.299 0.330 0.3238 0.3308 0.3167 0.3225 

IDI sub-indexes 
Access sub-index 0.455 0.461 0.435 0.488 0.459 0.460 0.4508 0.4512 0.4190 0.4404 
Usage sub-index 0.265 0.249 0.263 0.263 0.255 0.253 0.2720 0.2716 0.2426 0.2621 
Skills sub-index 0.280 0.290 0.302 0.249 0.286 0.287 0.2772 0.2772 0.3383 0.2975 

Table 2 and Figures 4-7 illustrate the percentage of differences in weight distribution of 
IDI indicators and sub-indexes between the ITU methodology and IESC, as well as the 
differences in each indicator and sub-index.  

 

 

 

 

 

 

 

 

 Figure 4. Sub-indexes weight of IDI Figure 5. ICT indicator weights of access sub-index 
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The results demonstrate a difference in indicators ranging from 0.23% to 3.87% in the 
access sub-index, 0.74% to 3.48% in the usage sub-index, and 0.52% to 1.6% in the skills 
sub-index. 

TABLE 2  

The percentages of differences in indicators and sub-indexes 

IDI indicators code % % 

Difference 
indicators 
percentage

s 

% % 
Difference 
sub-index 

percentages 

Access sub-index 
Fixed-telephone subscriptions per 100 inhabitants A1 20 16.13 3.87    
Mobile-cellular telephone subscriptions per 100 
inhabitants 

A2 20 18.86 1.14    

International Internet bandwidth (bit/s) per Internet user  A5 20 19.77 0.23 40 44.04 4.04 
Percentage of households with a computer HH4 20 22.80 -2.80 

   
Percentage of households with Internet access  HH6 20 22.44 -2.44 

Usage sub-index 
Percentage of individuals using the Internet HH7 33.33 36.81 -3.48 

40 26.21 13.79 
Fixed-broadband subscriptions per 100 inhabitants A3 33.33 30.60 2.73 
Active mobile-broadband subscriptions per 100 
inhabitants 

A4 33.33 32.59 0.74 

Skills sub-index 
Mean years of schooling rate  S1 33.33 32.81 0.52 

20 29.75 -9.75 Secondary gross enrolment ratio  S2 33.33 34.93 -1.60 
Tertiary gross enrolment ratio S3 33.33 32.25 1.08 

For the IDI sub-indexes, the difference ranges from 4.04% to 13.79%. Therefore, there is 
a need for optimization of the IDI indicators weights and reference values. 

4.3. Ranking results of IDI indicators 

The rankings of IDI indicators are presented in Table 3, based on both the ITU 
methodology and the proposed methodologies in this article in section 3. According to the 
ITU methodology, the A5 indicator has the highest rank, while the S2 and S3 indicators are 
ranked lower at the 10th and 11th positions, respectively. This table shows the IDI indicator 
coefficients computed by the ITU methodology, which incorporates reference values of 
indicators, sub-index weights, and weights of indicators within sub-indexes. The 
methodology assigns equal weights to the indicators within the sub-indexes and also equal 
weights to the sub-indexes in the IDI. By the ITU methodology, the A5 indicator holds the 
first position. The A1, HH7, and A4 indicators have the same score values, while the HH4 
and HH6 indicators also have the same score values. However, according to the entropy 
weight coefficient method, the S2 indicator has the best performance, and A5 indicator is 
ranked 11th. Figure 8 shows the ranking of IDI indicators by weights of the IESC method. 

Figure 6. ICT indicator weights of usage sub-index Figure 7. ICT indicator weights of skills sub-index 
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The maximum weight coefficient value for the IDI indicator is 0.109, while the minimum 
weight coefficient is 0.077. 
 

 
Figure 8. Ranking IDI indicators by 𝑊௜௘௦௖ 

 
The vectors of charts Figure 8 with linear trend line 𝑦 = −0.003𝑥 + 0.1099 and 𝑅ଶ = 9422 
𝑅 squared value on the chart. 
 

TABLE 3  

The ranking and weight coefficients of evaluation values for indicators in IDI 

IDI 
indicator 

IDI indicator 
coefficient by 

ITU 
methodology 

Rank 𝑊௜௘௦௖ rank 

A1 0.0133 3,4,5 0.0774 11 
A2 0.0067 8 0.0905 5 
A5 0.0982 1 0.0949 4 

HH4 0.0080 6,7 0.1094 1 
HH6 0.0080 6,7 0.1077 2 
HH7 0.0133 3,4,5 0.0994 3 
A3 0.0222 2 0.0826 8 
A4 0.0133 3,4,5 0.0880 6 
S1 0.0044 9 0.0820 9 
S2 0.0007 10,11 0.0873 7 
S3 0.0007 10,11 0.0806 10 

The integrated weight is the most crucial aspect of the integrated method. 𝑊௜௘௦௖ using 
Equation (14). Table 4 displays the weights of IDI sub-index indicators ranked by ICT 
indicator coefficients using the four methods discussed in this article, including the ITU 
methodology's ICT indicator coefficient with its corresponding percentages and sub-index 
indicator reference values. 

TABLE 4 

The Ranking and Weight Coefficients of Evaluation Values for Indicators in sub-indexes of IDI 

IDI 
indicator 

ICT indicator 
coefficient 

by ITU 
methodology 

rank 𝑊௕௘ rank 𝑊௕௜ rank 𝑊௕௖ rank 𝑊௜௘௦௖ Rank 

Access sub-index 
A1 0.3333 1 0.1617 5 0.1788 4,5 0.1791 4 0.1613 5 
A2 0.1667 5 0.1958 4 0.1788 4,5 0.2036 3 0.1886 4 
A5 2.4547 2 0.2184 1 0.2154 1,2 0.1619 5 0.1977 3 

HH4 0.2000 3,4 0.2117 3 0.2117 3 0.2336 1 0.228 1 
HH6 0.2000 3,4 0.2124 2 0.2154 1,2 0.2218 2 0.2244 2 

Usage sub-index 
HH7 0.3333 2,3 0.3576 1 0.3576 1 0.3536 1 0.3681 1 
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A3 0.5556 1 0.2937 3 0.3212 2,3 0.3297 2 0.306 3 
A4 0.3333 2,3 0.3487 2 0.3212 2,3 0.3167 3 0.3259 2 

Skills sub-index 
S1 0.2222 1 0.3379 2 0.3308 2,3 0.3536 1 0.3281 2 
S2 0.0333 2,3 0.3383 1 0.3383 1 0.3297 2 0.3493 1 
S3 0.0333 2,3 0.3238 3 0.3308 2,3 0.3167 3 0.3225 3 

The weight assigned to the A2 indicator in the access sub-index is 0.167, while the A5 
indicator has a much higher weight of 2.45. As for the usage sub-index, the A3 indicator has 
a weight of 0.56, while both HH7 and A4 indicators share the same weight of 0.33. The 
weights for S2 and S3 indicators in the skills sub-index are both 0.033, while the weight for 
the S1 indicator is 0.22. When using the integrated method IESC, the results show that the 
weights for HH4 and A1 are first and fifth, respectively, in the access sub-index, and HH7 
and A3 are first and third, respectively, in the usage sub-index. In the skills sub-index, the 
weight for S2 is first, and the weight for S3 is third. 

5. CONCLUSIONS 

This paper proposes an approach to evaluate the ranking of IDI for global regions and 
countries using eleven ICT indicators. An integrated weigh method is developed method is 
proposed on entropy-based method. Can obtain the following results:  

The results of the evaluation can help to determine the appropriate ICT indicators for sub-
indexes in IDI, as well as provide guidance on their respective weights and reference 
values within the IDI conceptual framework and methodology. 

The integration of multiple established methods is proposed as an alternative approach to 
developing a comprehensive model. The combination includes the entropy-based entropy-
weighted method, S-shaped diffusion of ICT development stages, weight CC method, and 
their integrated method. This approach aims to leverage the strengths of each method and 
overcome their limitations. The result indicates that combining the entropy weight method 
from information theory with distribution methods at different development stages is 
feasible for assessing ICT development indicators. 

In addition to statistical calculation, our study demonstrates the potential of using 
information theory's entropy to calculate the ICT development index. The evaluation method 
employing entropy weighting offers a way to determine the overall value of the evaluation 
index system. 

Results indicate the variations in indicators across different ranges: 0.23% to 3.87% in 
the access sub-index, 0.74% to 3.48% in the usage sub-index, and 0.52% to 1.6% in the skills 
sub-index. Moreover, the IDI sub-indexes exhibit a difference ranging from 4.04% to 13.79%. 
These findings highlight the necessity to optimize the weights and reference value of the IDI 
indicators. 

Additionally, the weighted analysis introduced in this article can serve as a valuable 
instrument for fine-tuning the weights of IDI indicators. Furthermore, the methodology 
presented in this paper can be applied irrespective of any changes in the number or 
composition of indicators within the IDI sub-indexes.  

REFERENCES  

[1] Measuring the Information Society Report 2016, 2009, ITU International Telecommunication Union 
Place des Nations CH-1211 Geneva Switzerland, ISBN 978-92-61-21431-9, 2016.  

[2] Organization for Economic Cooperation and Development, Guide to measuring the information 
society. 2011, OECD. http://www.oecd.org  



  https://doi.org/10.58873/sict.v2i1.43 

Page 12   ICTFocus. Volume 2, Number 1, 2023 

[3] Organization for Economic Cooperation and Development, “Guide to measuring the information 
society”, Partnership on Measuring ICT for Development, 2011. 

[4] Measuring the Information Society Report 2011, 2011 ITU International Telecommunication Union 
Place des Nations CH-1211 Geneva Switzerland, ISBN 978-92-61-21431-9, 2011.  

[5] Core list of ICT indicators, March 2016 version, Partnership on Measuring ICT for Development, 2016 
[6] Regional outcomes from IDI 2017, Measuring the Information Society Report 2017, Volume 1, ITU 

International Telecommunication Union Place des Nations CH-1211 Geneva Switzerland, ISBN 978-
92-61-24521-4, 2017. 

[7] Measuring Digital Development: ITU Facts and figures 2019, ITU International Telecommunication 
Union Place des Nations, CH-1211 Geneva Switzerland ISBN 978-92-61-29521-9, 2019. 

[8] Kauffman, R. J., and A. Kumar, “A critical assessment of the capabilities of five measures for ICT 
development”, Working paper, Carlson School of Management, University of Minnesota, Minneapolis, 
2005. 

[9] Nicoletta Corrocher, Andrea Ordanini, “Measuring the digital divide: a framework for the analysis of 
cross-country differences”, Journal of Information Technology 17:9–19, 2002. 
https://doi.org/10.1080/02683960210132061 

[10] Francisco M Codoñer, Shirley O'Dea, Mario A Fares, “Reducing the false positive rate in the non-
parametric analysis of molecular coevolution”, BMC Evolutionary Biology 8:106. 2008, 
https://doi.org/10.1186/1471-2148-8-106 

[11] Peter,T.Munro, and D.A.Somerton, “Maximum likelihood and non-parametric methods for estimating 
trawl footrope selectivity”, ICES Journal of Marine Science 58:220-229, 2001, 
https://doi.org/10.1006/jmsc.2000.1004 

[12] Aaron J. Wilson, Bruce R. J. Warmack, Ali Riza Ekti, Yilu Liu,“Non-Parametric Statistical Analysis of 
Current Waveforms through Power System Sensors”, Sensors 22(22):8827, MDPI, 2022,  
https://doi.org/10.3390/s22228827 

[13] Choudhary, D.; Shankar, R. “An STEEP-fuzzy AHP-TOPSIS framework for evaluation and selection of 
thermal power plant location: A case study from India”. Energy 2012, 42, 510–521, 2012, 
https://doi.org/10.1016/j.energy.2012.03.010 

[14] Dinmohammadi, A.; Shafiee, M. “Determination of the most suitable technology transfer strategy for 
wind turbines using an integrated AHP-TOPSIS decision model”. Energies 2017, 10, 642, 2017, 
https://doi.org/10.3390/en10050642 

[15] Karahalios, H. “The application of the AHP-TOPSIS for evaluating ballast water treatment systems by 
ship operators” Transp. Res. Part D Transp. Environ. 2017, 52, 172–184, 2017, 
https://doi.org/10.1016/j.trd.2017.03.001 

[16] Deng, J.L. “Introduction grey system theory” J. Grey Syst. 1989, 1, 191–243, 1989, 
https://doi.org/10.1007/978-981-19-3424-7_1 

[17] Zhao, H., Yao, L., Mei, G., Liu, T., Ning, Y. “A Fuzzy comprehensive evaluation method based on AHP 
and Entropy for landslide susceptibility map”. Entropy 2017, 19, 396, 2017, 
https://doi.org/10.3390/e19080396 

[18] Saaty, T.L. “How to make a decision: the analytic hierarchy process”. Eur. J. Oper. Res. 1994, 24, 19–
43, https://doi.org/10.1016/0377-2217(90)90057-I 

[19] Saaty,T.L. “Decision   making   for   leaders”,   Pittsburgh:   RWS Publications. 1990 
[20] Dong, X., Lu, H., Xia, Y., Xiong, Z. “Decision-making model under risk assessment based on entropy”. 

Entropy 2016, 18, 404, 2016, https://doi.org/10.3390/e18110404 
[21] Lotfi, F.H., Fallahnejad, R. “Imprecise Shannon’s Entropy and Multi Attribute Decision Making”. 

Entropy 2010, 12, 53–62, 2010, https://doi.org/10.3390/e12010053 
[22] Erkhembaatar Narantuya, Bataa Otgonbayar. “Determining ICT indicators using entropy theory”, 

International conference on advanced communications technology (ICACT-2019), Korea, 217-222, 
2019, DOI: 10.23919/ICACT.2019.8702010 

[23] Shannon    C.    and    Weaver    W., “The    mathematical    theory    of communication”, University of 
Illinois Press, 1949. 

[24] Erkhembaatar Narantuya, “Study on development of information potential”, International forum on 
strategic technology (IFOST-2013), Mongolia, proceedings, Volume II, 380-383, 2013, 
http://dx.doi.org/10.1109/ifost.2013.6616918  

[25] Jose, F., G. Salvatore, and E. Matthias. “Multiple criteria decision analysis: State of the art surveys”. 
International Series in Operations Research & Management Science, Vol. 78. New York: Springer, 
2005, https://doi.org/10.1007/978-1-4939-3094-4 

[26] Erkhembaatar Narantuya, “Defining information entropy and potential in the communication 
network”, International forum on strategic technology (IFOST-2018), China, 89-94, 2018. 



https://doi.org/10.58873/sict.v2i1.43 

ICTFocus. Volume 2, Number 1, 2023  Page 13 

[27] Arindam Sutradhar, Pritirekha Daspattanayak. ”A regional model for the variability of Agricultural 
development: evidence from a drought-prone region of Rarh Bengal, Eastern India”, Modeling Earth 
Systems and Environment, Springer Nature journal, 2023, https://doi.org/10.1007/s40808-023-01721-
6 

[28] Erkhembaatar Narantuya, Bataa Otgonbayar. “Entropy weight method for evaluating indicators of ICT 
development index”, International journal of current advanced research, Volume 9; Issue 12 (C); 
23500-23505, December 2020, https://dx.doi.org/10.24327/ijcar.2020.23504.4654 

[29] Liping Wang, Zhongyi Qu, Wei Yang, “Coupled urbanisation and ecological protection along the 
Yellow river basin in the context of dual carbon”, Sustainability, MDPI, 15(7):5728, 4-16, 2023, 
https://doi.org/10.3390/su15075728 

[30] Tang, C. M., A. Y. T. Leung, and K. C. Lam. “Entropy application to improve construction finance 
decisions. Journal of construction engineering and management” 132(10): 1099–111, 2006. 
https://doi.org/10.1061/(ASCE)0733-9364(2006)132:10(1099)  

[31] Gumus, A.T., Yayla, A.Y., Elik, E., Yildiz, A. “A combined fuzzy-AHP and fuzzy-GRA methodology 
for hydrogen energy storage method selection in Turkey”. Energies 2013, 6, 3017–3032, 2013, 
https://doi.org/10.3390/en6063017 

[32] Sun, L., Liu, Y., Zhang, B., Shang, Y., Yuan, H., Ma, Z. “An integrated decision-making model for 
transformer condition assessment using game theory and modified evidence combination extended by 
d numbers”. Energies 2016, 9, 697, 2016, https://doi.org/10.3390/en9090697 

[33] Kang, H.Y., Hung, M.C., Pearn, W.L., Lee, A.H.I., Kang, M.S. ”An integrated multi-criteria decision 
making model for evaluating wind farm performance”. Energies 2011, 4, 2002–2026, 2011, 
https://doi.org/10.3390/en4112002 

[34] Lee, A.H.I., Lin, C.Y., Kang, H.Y., Wen, H.L. “An integrated performance evaluation model for the 
photovoltaics industry”. Energies 2012, 5, 1271–1291, 2012,  https://doi.org/10.3390/en5041271  

[35] Zeng, F., Cheng, X., Guo, J., Tao, L., Chen, Z. “Hybridising human judgment, ahp, grey theory, and 
fuzzy expert systems for candidate well selection in fractured reservoirs”. Energies 2017, 10, 447, 2017, 
https://doi.org/10.3390/en10040447 

[36] Guili, Y., Jianhua, Z., Tianhong, W., Juan, D. “Comprehensive energy-saving evaluation of thermal 
power plants based on TOPSIS gray relational projection and the weight sensitivity analysis”. J. Chin. 
Soc. Power Eng. 2015, 35, 404–411, 2015. 

[37] Wang, Y.M., Luo, Y. “Integration of correlations with standard deviations for determining attribute 
weights in multiple attribute decision making”. Math. Comput. Model. 2010, 51, 1–12, 2010, 
https://doi.org/10.1016/j.mcm.2009.07.016 

[38] Diakoulaki, D., Mavrotas, G., Papayannakis, L. “Determining objective weights in multiple criteria 
problems: The critic method”. Comput. Oper. Res. 1995, 22, 763–770, 1995, 
https://doi.org/10.1016/0305-0548(94)00059-H 

[39] Lo, T.P., Guo, S.J. “Effective weighting model based on the maximum deviation with uncertain 
information”. Expert Syst. Appl. 2010, 37, 8445–8449, 2010, 
https://doi.org/10.1016/j.eswa.2010.05.034 

[40] Gan, Y., Duan, Q., Gong, W., Tong, C., Sun, Y., Chu, W., Ye, A., Miao, C., Di, Z. “A comprehensive 
evaluation of various sensitivity analysis methods: A case study with a hydrological model”. Environ. 
Model. Softw. 2014, 51, 269–285, 2014, https://doi.org/10.1016/j.envsoft.2013.09.031 

[41] Babamoradi, H., Berg, F.V.D., Rinnan, “A. Bootstrap based confidence limits in principal component 
analysis-A case study”. Chemom. Intell. Lab. Syst. 2013, 120, 97–105, 2013, 
https://doi.org/10.1016/j.chemolab.2012.10.007 

[42] Dolgorsuren Dulamjav, Buyankhishig Zundui, “The Analysis of FSO Link Performance in Ulaanbaatar”. 
ICTFocus. Volume 1, Number 1, 47-54, 2022, https://doi.org/10.58873/sict.v1i1.26 
 

BIOGRAPHIES 
Narantuya Erkhembaatar received a bachelor's degree in telecommunications engineering 
from the Polytechnic Institute of Mongolia in 1989, and in 2002 she earned a master's degree 
in technology from Andhra University in India. Her bachelor's thesis focused on investigating 
electronic exchange in the telecommunication network of Ulaanbaatar city, while her 
master's thesis involved the development of CBT for satellite communication. Her doctor 
degree thesis was centered on researching the determination of ICT development indicators 
based on entropy. 
  


